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Sandia National Labs
A brief overview and summary of my internship experience
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Sandia National Labs

All statements and images from the Sandia website: https://www.sandia.gov/ 4



National Solar Thermal Test Facility
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https://twitter.com/sandialabs/statu
s/1123279003853312001?lang=en

https://energy.sandia.gov/programs/renewable-
energy/solar-energy/csp-2/nsttf/ - :~:text=Solar Tower,, 
high-flux materials samples.



Internship (expectations)
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Internship (reality)

7



In all seriousness…

• A really good experience

• Working on research with Danny Ries (PhD in statistics from ISU) and 
other statisticians, computer scientists, and scientists

• In a group of summer group of mathematics, statistics, and computer 
science interns

• Able to attend seminars from employees at Sandia
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Project Objectives
Predicting explosive device characteristics with machine learning
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Main Objective
Use machine learning to predict characteristics of explosive devices based 
on optical spectral-temporal signatures of explosions
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Sub-Objectives

• Return uncertainty quantification 

• Provide an estimate of uncertainty (such as a confidence interval)
• Use methods such as Bayesian neural networks (BNNs)

• Provide explanations for model predictions

• Important for providing trust in the model
• Motivate use of machine learning in this application to decision 

makers
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Data

• 10,000 simulated signatures

• Generated based on scientific understanding of relationship between 
shape of optical signature and three explosive device characteristics

• Simple and degraded versions of the data

• Example signatures:



Response Variables
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Explosive Device Characteristics

Y1: 
• Binary variable 
• Affects intensity of signature 

early in time and timing of first 
peak

Y2:
• Binary variable
• Affects intensity of signature 

over all times

Y3:
• Continuous variable
• Affects intensity and timing of 

all peaks



Our Approach
Functional PCA and Permutation Feature Importance
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Naïve Approach
• Use each signature time point as a predictor variable in the model

• Train a random forest, neural network, etc.

• Compute variable importance

Hypothetical Dataset 15

Signature Time 1 Time 2 ….. Time 
1000

Y1 Y2 Y3

1 10 9.8 … 0 T T 82
2 15 15.1 … 0 F T 71
… … … … … … … …

10000 8 8.05 … 0 T F 68



Example Feature Importance for Y1
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A problem….
The statistician asks:

“What about the dependence in the signatures over time?”
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Neural network feature importance 
(via the naïve approach)
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Permutation Feature Importance for Y1

Permutation Feature Importance for Y3



Our Approach

1. Transform signatures using FPCA  (creates uncorrelated features)

2. Fit neural network using principal components (PCs) as features

3. Use permutation feature importance to determine important PCs

4. Interpret PCs using visualizations

Note: Each of the statistical methods mentioned in the above steps have 
been developed previously. Our novel approach is using these tools in 
combination to provide an explanation for neural network predictions 
when working with functional data.
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Background on Statistical Methods
Functional Principal Components and Permutation Feature Importance
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Functional Data Analysis (FDA)

• Wang, Chiou, and Müller (2015) define: 

• “Functional data analysis (FDA) deals with the analysis and theory 
of data that are in the form of functions, images and shapes, or 
more general objects”

21Images from Ramsay and Silverman (2005)



Functional Principal Components Analysis 
(FPCA)

• FPCA is essentially PCA with "functional data" 

• Transforms original functions in a way that provides nice properties:

• Independent features
• First few features capture majority of the variation in original data

• Use first few transformed features to fit model 
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Ways to implement FPCA 

Basic Method:

• Treat each time as a variable and 
apply basic PCA 

• Accounts for vertical variability

More Sophisticated Method:

• Joint FPCA
• Tucker, Wu, and Srivastava (2012)
• Sungwon Lee and Sungkyu Jung (2017)

• Accounts for vertical and horizontal 
variability
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Interpreting and Visualizing PCA
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Applying PCA to iris data:



Visualizing FPCA

25



Visualizing FPCA
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Visualizations of eigenfunctions Functional mean +/-
eigenfunction weights

Images from Ramsay and Silverman (2005)

Example: Canadian weather temperatures measured over time
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Visualizing FPCA (multivariate case)

Image from Ramsay, Hooker, and Graves (2009)



Permutation Feature Importance (PFI)
• Originally developed by Breiman (2001; paper) for random forests

• Breiman developed two types of importance:

• Node impurity based method

• Permutation based method

• Generalized random forest version for all by Fisher, Rudin, and Dominici 

(2019; paper)
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PFI: General Idea
Procedure

• Permute a feature

• Determine how model predictions 

are affected 

• Repeat for all other features

• Repeat to account for random 

variation

Interpretation

• Positive PFI: Prediction affected

• PFI near 0: Prediction NOT affected

• Negative PFI 

• Prediction improved

• Feature is counterproductive 
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PFI: Formula



PFI and Correlation
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• Research has shown that PFI is biased when correlated variables are 
involved (Strobl et al. (2007), Archer and Kimes (2008), Nicodemus et al. (2010))

• Hooker and Mentch (2019) attempt to provide an explanation
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Images from Hooker and Mentch (2019)



Application and Visualizations
Explaining neural network predictions
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Step 1: Transform signatures using FPCA
• Started with basic FPCA approach on the simple data

• Resulted in 1000 FPCs
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Step 2: Fit neural network using PCs

• Three models (one per characteristic)
• 3 layers (50, 40, and 30 nodes)
• All 1000 PCs as feature
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Step 3: Apply permutation feature 
importance to determine important PCs

35



Step 4: Interpret PCs using visualizations
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PC 1: Interpretation Important for Y1 and Y2 
Somewhat important for Y3



Step 4: Interpret PCs using visualizations
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PC 2: Interpretation Important for Y3
Somewhat important for Y1



Step 4: Interpret PCs using visualizations
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PC 3: Interpretation Important for Y2
Somewhat important for Y3



Step 4: Interpret PCs using visualizations
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PC 3: Interpretation Somewhat important for Y3



Reflection on Interpretations with Simple Data 
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• For PCs 1 and 2, it is possible to use PFI to connect functional variability 
important to neural network predictions (in ways that made sense to SME)

• More difficult with PCs 3 and 4

• Some of the difficulty comes from the interactions between characteristics

PC 1 from data subset based on characteristics

Focus on Y1                                     Focus on Y2                                    Focus on Y3    



Degraded Data and Joint fPCA
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• Alignment done using time 
warping (fdasrvf package)

• Joint fPCA applied to the 
function to account for 
horizontal and vertical 
variability (fdasrvf package)

• Neural networks fit using 
the joint fPCs (one for each 
characteristic)

• PFI applied to identify 
important fPCs



Joint FPCA Proportion of Variance and PFI 
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PC Visualizations with Degraded Data
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PC Visualizations with Degraded Data
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Going Forward
Plans for future work
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Future Work

• Implementation on other datasets

• Application of varimax rotation (or other methods) to help with 
interpretation

• How to adjust PFI in the Bayesian setting?

• Simulation studies to better understand how correlation in functional 
data affects PFI if not accounted for 
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Questions?
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